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DEFINITION OF KEY TERMS 

Artefact Artifact is a piece of creativity showing human workmanship. In 

this study artifact means a model. 

Artificial 

Intelligence 

The creation of computer systems with capabilities of activities that 

often require human intelligence, such as visual perception, is what 

is referred to as artificial intelligence, or simply AI. 

Artificial 

Neural 

Networks 

An artificial neural network simulates the network of neurons or 

nodes that comprise the human brain, allowing the computer to 

learn and make decisions in the same manner humans make 

decisions. It is a method of programming ordinary computers to 

behave like interconnected brain cells. 

Blue Economy The use and preservation of the marine environment are 

considered to be part of the "blue economy" in terms of economics. 

It is typically used to represent a sustainable development 

approach to coastal resources in the context of international 

development. 

Convolution 

Neural 

Networks 

Convolutional Neural Network is an algorithm of Deep Learning 

method that receives input images, assigns relevance in terms of 

learnable weights and biases to distinct parts of the image, and may 

extract differences from those features (ConvNet or CNN). 

Deep Learning A subtype of artificial intelligence known as deep learning, 

comprises networks that can learn unsupervised from unstructured 

data or random data. Deep Learning is often referred to as Deep 

Neural Networking or Deep Learning. 

Deep Neural 

Networks 

Deep Neural Networks (DNN) consist of neurons, synapses, 

weights, biases, and functions as components just like neural 

network of the human brain. Between the input and output levels, 

these construct several layers, resulting in an artificial neural 



network (ANN). 

Ecosystem An ecosystem means an environment within which a complex 

coexistence of a community of interacting organisms and their 

relationships in unit space. 

Indian Ocean The Indian Ocean boarders Africa on the eastern side, Australia to 

the western side and Asia on the southern side. It is among the 

largest of the five oceans in the world, with a total of 70,560,000 km² 

(19.8%) of water coverage on the surface of the Earth. 

Machine 

Learning 

An area of artificial intelligence is called machine learning (ML). 

Making machinery capable of mimicking intelligent human 

behavior is what this technique is all about. Machines with ML 

capabilities can carry out complex jobs almost as well as people can 

(expert.ai). 

Macroplastics Macroplastics are large particles of plastics ranging in different 

sizes, basically, more than 5 mm, which can be seen and picked 

easily. Macroplastics are in the marine environment and on land. 

Microplastics Microplastics (MPs) are small and tiny particles of big plastics not 

more than 5 mm in length. The breaking apart of the Macroplastics 

is attributable to natural causes like wind, sun, and other causes.  

Most of the products we use at home like facial scrubs, toothpastes, 

etc also contain tiny pieces of Microplastics, known as microbeads. 

Open Sewer The main sources of sewage waste water include the kitchen, 

dishwashers, washers, bathrooms, and toilets. Drains, pipes, and 

manholes are all part of the sewerage system, which transfers waste 

water to a sewage treatment facility. 

 



Recurrent 

Neural 

Networks 

Recurrent Neural Network (RNN) is a type of Artificial Neural 

Network and a Deep Learning technique. This approach is 

frequently used in object detection and classification on images. 

Recurrent neural networks recognize the sequential properties of 

data to forecast the next likely scenario. 

TensorFlow TensorFlow, an open-source platform for Machine Learning, 

accepts inputs as a complex structure of data called Tensor. It uses 

data flow plots to construct models, enabling designers to create 

large-scale neural networks with many layers. 



ABSTRACT 

Microplastics (MPs) are small plastic particles that pose a threat to aquatic organisms 

and human health. Detecting MPs in bodies of water is critical for controlling their flow 
and limiting their negative effects. This study proposes a Deep Learning algorithm for 
detecting MPs in photos taken from open sewer systems that flow into the ocean. The 
research adopted the Sample, Explore, Modify, Model, and Assess (SEMMA) 

framework, a comprehensive data mining process. A dataset comprising 1000 photos 
was constructed from locations in Kilifi, Mombasa, and Kwale counties in Kenya, by 
employing the Scale-Invariant Feature Transform (SIFT) algorithm for feature 
extraction. The researchers compared the performance of two object detection models: 

Sing-Shot Detector (SSD), and Convolutional Neural Network (CNN), and discovered 
that SSD performed best with a mean average precision (mAP) score of 100%, while 
CNN performed worst with 96.5%. A model for detecting MPs in photos taken from 

open sewer systems that flow into the Indian Ocean along Kenya's coast was developed 
using the best-performing SSD model. The model can be used to detect MPs in other 
open sewer systems, assisting in the implementation of effective management and 
control measures. Future research could look into creating a mobile app that captures 

images and provides information about MPs in open sewer systems. 
 


